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ABSTRACT 

 
There has been much interest in air pollution and the forecasting skill of air quality models in 

China since winter 2013. Different air quality models use different parameters (e.g., meteorological 
fields, emission sources and the initial concentrations of pollutants) and therefore their forecast 
results tend to have large systematic and random errors. We evaluated the concentrations of six 
pollutants in Henan Province predicted by three air quality models—the China Meteorological 
Administration Unified Atmospheric Chemistry Environment (CUACE) model, the Nested Air 
Quality Prediction (NAQP) model and the Community Multiscale Air Quality (CMAQ) model. We 
then established multi-model ensemble Bayesian model averaging (BMA). The prediction effect 
for PM2.5 and O3 was ranked as CUACE > CMAQ > NAQP and the prediction effect for SO2, NO2 
and CO was CMAQ > NAQP > CUACE. All the models systematically underestimated O3 and heavy 
PM2.5 pollution events. For PM2.5 concentrations with a 24-h lead time, the root-mean-square 
error of BMA decreased by 35, 37, 68 and 50%, respectively, in winter, spring, summer and 
autumn relative to the CUACE model, whereas the normalized mean bias of BMA decreased by 
67, 83, 94 and 55%, respectively, for O3 in the four seasons. Compared with the CMAQ model, 
the root-mean-square error of the SO2, NO2 and CO forecasts by BMA were reduced by 29, 33 
and 39%, respectively. The evolution of the concentrations of the six pollutants during a heavy 
pollution event predicted by BMA was consistent with the observations. 
 
Keywords: Pollutant concentrations, Pollution episodes, Model evaluation, Bayesian model 
averaging 
 

1 INTRODUCTION 
 

The prediction of air pollution involves a number of different disciplines (e.g., meteorology, 
physics and chemistry) and different macro- and micro-processes, resulting in a series of complex 
problems (Tai et al., 2010; Zhang et al., 2015; Zhu et al., 2018; Zhong et al., 2018; Li et al., 2019; 
Zhai et al., 2019; Chen et al., 2021). Research and the development of technologies to forecast 
air quality will provide a reference for decision-making and provide effective technical support for 
governments to release warnings of air pollution events, to provide emergency response and 
support legislation to reduce emissions.  

Numerical methods to predict air quality are important in providing warnings about air 
pollution. There are three main approaches to forecasting air quality. The first method is to make 
a numerical prediction based on theories of atmospheric dynamics, physics and chemistry 
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(Galmarini et al., 2012). The second method is to base predictions on the long-term statistical 
laws between air pollutants and meteorological elements (Tandon et al., 2013; Singh et al., 2013; 
Sun and Sun, 2016; Huang et al., 2018; Shishegaran et al., 2020; Gao et al., 2020). The third 
method is to carry out statistical ensemble analyses based on the results of multiple numerical 
predictions of pollutant concentrations or to perform spectral decomposition of the multi-model 
prediction results to reconstruct the model (Monache et al., 2020; Monteiro et al., 2013; 
Galmarini et al., 2013; Donnelly et al., 2015; Huang et al., 2017). 

The Community Multiscale Air Quality (CMAQ) model is a relatively mature and well-known 
numerical prediction model (Wang et al., 2006). The three air quality models commonly used in 
China are: (1) the Nested Air Quality Prediction Modelling System (NAQP), which was independently 
developed by the Institute of Atmospheric Physics, Chinese Academy of Sciences; (2) the China 
Meteorological Administration (CMA) Unified Atmospheric Chemistry Environment (CUACE) 
atmospheric chemistry system developed by the CMA; and (3) the Urban Air Quality Numerical 
Prediction System (CAPPS) developed by the Chinese Academy of Meteorological Sciences. Localized 
models based on the Weather Research and Forecasting (WRF)-Chem and CMAQ models are also 
used. 

The prediction performances of these models have been evaluated by a number of research 
groups (Mebust et al., 2003; Emmons, 2010; Rao et al., 2011; Galmarini et al., 2012; Nopmongcol 
et al., 2012, 2017). Nopmongcol et al. (2012) evaluated the Comprehensive Air Quality Model 
with Extensions (CAMx) and showed that all pollutants, except SO2, were underestimated in 
winter and summer. The prediction of NOx and NO2 was better in winter than in summer in 
January and July 2006. The winter O3 concentrations were low, which was attributed to a low 
bias in the O3 boundary conditions. PM10 was widely under-predicted in both winter and summer. 
Zhu et al. (2015) evaluated the performance of the NAQP model in terms of the 24-h forecast 
and 7-day potential forecast for the daily mean concentration of PM2.5 during summer 2013 and 
showed that the statistical indicators for the 24-h forecast satisfied the performance criteria for 
the mean fractional bias and mean fractional error. The model reproduced the tendency of the 
PM2.5 concentrations in the 7-day potential forecast well. However, there were regular systematic 
errors among the models for the prediction of pollutant concentrations. 

Different models use different parameterization schemes (e.g., meteorological field driving, 
emission sources and the initial concentrations of pollutants), so there are uncertainties in the 
model predictions. Significant systematic and random deviations are also found between the 
model forecasts and observations. To minimize the uncertainty in the model products and to 
make full use of all types of data to improve the accuracy of the element forecasts, multi-model 
ensemble technology has been adopted to post-process the multiple forecasting system products 
(Monache et al., 2020; Monteiro et al., 2013; Galmarini et al., 2013; Donnelly et al., 2015; Huang 
et al., 2017). 

A large number of different approaches have been proposed, from simple averaging of the 
results, the construction of a median model and the application of weights derived from past 
skills scores or Bayesian model averaging (BMA) theory (Raftery et al., 2005, 2013; Knutti et al., 
2010; Rahman et al., 2015; Sun and Sun, 2016; Huang et al., 2018). Galmarini et al. (2012) applied 
the Kolmogorov-Zurbenko filter to 13 air quality models that had been spectrally decomposed and 
the observational ozone concentrations over multiple European and North American sub-regions. 
They found that the composite model built from the best spectral elements outscored all the 
ensemble members and the ensemble median. Li et al. (2020) designed a dynamic integration 
forecasting air quality index (AQI) model based on the Box-Jenkins autoregressive integrated 
moving average, an optimized extreme learning machine and a fuzzy time series to forecast the 
reconstructed series and time-varying parameters. They found that the ensemble forecast effect 
was superior to the single model. 

Henan Province is one of the most polluted regions in China. Studies of air quality forecast 
technology in this region are important to improve our ability to deal with heavy pollution events. 
We used the parameterized statistical post-processing BMA method to aggregate the results from 
different air quality prediction models (Hoeting et al., 1999). Raftery et al. (2005) applied the BMA 
method to several dynamic statistical models to predict temperature and sea-level pressure fields 
in a normal distribution. Sloughter et al. (2007, 2010) extended the BMA method to quantitatively 
predict precipitation and wind speed in skewed distributions. However, this method has seldom 

https://doi.org/10.4209/aaqr.210247
https://aaqr.org/


ORIGINAL RESEARCH 
 https://doi.org/10.4209/aaqr.210247 

Aerosol and Air Quality Research | https://aaqr.org 3 of 16 Volume 22 | Issue 5 | 210247 

been used in the prediction of pollutant concentrations and its applicability to different lead 
times and different pollutant elements needs further study. 

We evaluated the prediction performance for pollutant concentrations of the three commonly 
used models (CUACE, NAQP and CMAQ) in Henan Province, China. We then used the multi-model 
ensemble BMA method to aggregate the prediction results of the three models and compared 
the ensemble prediction results with the original single-model outputs and the model mean 
prediction to provide technical support for improving the accuracy of air quality forecasting. 

 

2 DATA AND METHODS 
 

2.1 Observational and Air Quality Model Data 
The data were provided by Henan Provincial Environmental Monitoring Center and included 

the daily concentrations of six pollutants (PM2.5, PM10, O3, NO2, CO and SO2) collected by 
meteorological monitoring stations in 18 cities within the National Air Quality Control Network 
from 2017 to 2019 (Fig. 1). The pollutant concentrations were predicted by three air quality 
prediction models (CUACE, NAQP and CMAQ; Table 1). The CUACE and NAQP models were run 
from 1 January 2017 to 31 December 2019 and the CMAQ model was run from 3 November 2018 
to 6 December 2019. The meteorological field of the CUACE model is driven by elements of the 
MM5 mesoscale model with a two-layer nested model (27 km/9 km); we used the 9 km data. The 
meteorological fields of the NAQP and CMAQ models are driven by the meteorological field of 
the Weather Research and Forecasting (WRF) mesoscale model, which adopts a three-layer nested 
model of 45 km/15 km/5 km; we used the 5 km data. All three models adopt the Multi-resolution 
Emission Inventory for China and the Henan Province local compilation list (2017) gridded by the 
air quality model of Tsinghua University. The lead time of the pollutant concentration forecasts 
is 168 h. 

 

 

Fig. 1. Location of the study area in China and the 18 meteorological stations (dots) in Henan 
Province. Topographic map of study area. Shading represents surface elevation (units: m). 

 

Table 1. Description of the three air quality models (CUACE, NAQP and CMAQ). 

Model 

Driving  
source of  
meteorological 
field 

Diffusion scheme  
(vertical/horizontal) 

Chemical  
mechanisms  
of gases 

Chemical 
mechanism 
of aerosols 

Emission source 
inventory 

Spatial 
resolution  
(km) 

Forecast  
lead time  
(h) 

CUACE MM5 
K-theory/K-theory RADM2 CAM/ISORROPIA MEIC + local 

compilation (2017) 
27 × 9 

168 

NAQP WRF 
K-theory/K-theory CBM-Z ISORROPIA MEIC + local 

compilation (2017) 
45 × 15 × 5 

168 

CMAQ WRF 
ACM2/eddy 
diffusion theory 

CBM-IV AE7/ISORROPIA MEIC + local 
compilation (2017) 

45 × 15 × 5 
168 

 1 

ZK 

ZZ 
XC 

XY 

XX 

SQ 

PY 

NY 
LH 

LY KF 
JZ JY 

HB 

ZMD 

SMX 

PDS 

116 E 115  114  113  112  111  110  

37 N 

36  

35  

34  

33  

32  

Station 
high : 2387 

low : -135 
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2.2 Introduction to the BMA Method 
The BMA method generates a probability density function (PDF) by combining multiple 

statistical models for ensemble inference and prediction: 
 

( ) ( )1
1

,..., ,
K

T
k k k k

k

P y f f w g y f y
=

 =
   (1) 

 
where wk is the posterior probability of each ensemble member or weight during the training 

period and 
1

1
K

k
k

w
=

= . gk[y|(fk, yT)] is the PDF of the forecast variable y during the training period 

yT when the forecast model fk is under the best forecasting condition. 
Following Sloughter et al. (2007), the PDF for the pollutant concentration in Eq. (1) includes 

two parts. The first part is the probability of a zero concentration of pollutant as a function of the 
model result using a logistic regression model and the second part is the PDF when the 
concentration of the pollutant is nonzero. 

The first part P(y = 0│fk) is the probability of a zero concentration of pollutant as a function of 
fk using a logistic regression model: 

 

( )
( )
( ) 0 1 2

0
logit 0 log

0

k

k k k k k k

k

P y f
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P y f


=
 = = = + +  

 (2) 

 
where δk is an indicator and equals 1 if fk = 1 and equals 0 otherwise. P(y = 0│fk) is the conditional 
probability of a zero concentration of pollutant and P(y > 0│fk) is the probability of a nonzero 
concentration of pollutant given the forecast fk. The parameters a0k, a1k, a2k were estimated using 
the Newton-Raphson iterative method against the training period. 

This paper focuses on the second part—namely, the PDF when the amount of pollutant 
concentration is nonzero. Pollutant concentration is a discontinuous variable so we used a 
gamma distribution function for fitting (Hamill et al., 2004; Qi et al., 2019): 
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where αk and βk are the shape and scale parameters of the gamma distribution. µk and 2
k  are the 

mean and variance of the gamma distribution. Their relations are 2 2
k k k  =  and 2

k k k  = . 

The values of µk and σk can be estimated based on fk through the relationships of Eq. (4). b0k and 
b1k were estimated by linear regression to observed nonzero cases. 

wk, c0 and c1 were estimated by maximizing the log-likelihood function using the expectation-
maximization algorithm: 

 

( ) ( )1 0 1 1,..., ; , log ,...,K st st Kst
t

l w w c c p y f f=  (5) 

 
where p(yst|f1st, …, fKst) is calculated using Eq. (1), yst is the observational data, fKst is forecasting 
value of each ensemble model and the s and t indexes correspond to space and time in the 
training period. The PDF of the BMA multi-model ensemble is then: 
 

( ) ( ) ( )0k k k k kh y f P y f g y f=   (6) 

 
where y is the observational concentration of the pollutant. The PDF of all ensemble members 
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obtained in the BMA multi-model ensemble is: 
 

( ) ( ) ( )1
1

,..., 0| |
K

K k k k k
k

PDF y f f w P y f g y f
=

=     (7) 

 
where wk is the posterior probability of ensemble member k being the best value. 

We used the deterministic forecast result of BMA, which is the median of the BMA predictive 
PDF. The length of the sliding training period was 30 days. 

 

2.3 Evaluation Methods 
The mean bias (MB)refers to the difference between the pollutant concentration predicted by 

the numerical model and the observational data: 
 

( )
1

1 n

i i
i

MB F O
N =

= −  (8) 

 
The normalized mean bias (NMB) is used to standardize the mean bias, which can avoid the 

problem of over-dispersion of the observed value range: 
 

( )
1

1

100%

n

i i
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n

i
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O

=
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−
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The root-mean-square error (RMSE) reflects the deviation between the observed value and the 

simulated value: 
 

( ) ( )

1

22

1

1
1

n

i i
i

RMSE F O i N
N =

 
= − = 
 
  (10) 

 
In Eqs. (8), (9) and (10), Oi is the observed value of sample i, Fi is the numerical simulation 

forecast value and N is the total number of temporal and spatial samples. The smaller the result, 
the smaller the error between the predicted and observed values and the better the prediction 
effect of the model. 

The correlation coefficient (COOR) is: 
 

( )
( )

   

,
,

Cov F O
R F O

Var F Var O
=


 (11) 

 
when R > 0, this indicates that the two variables are positively correlated; R < 0 indicates that the 
two variables are negatively correlated. When |R| ≤ 1, the closer |R| is to 1, the greater the 
degree of correlation and the closer |R| is to 0, the smaller the degree of correlation. O is the 
observed value of the samples and F is the value of the numerical simulation forecast. 
 

3 RESULTS 
 

3.1 Evaluation of Model Simulation Forecasts 
The concentrations of pollutants in China show significant regional and seasonal variations. 

Heavy pollution processes, mainly caused by PM2.5, often occur in autumn, winter and early 
spring. The peak of O3 pollution generally occurs in summer. We selected the winter data from 
the three models for comparison. Fig. S1 compares the model-predicted 24 h concentrations of 
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five pollutants in winter from December 2018 to February 2019 and the concentrations of O3 in 
summer (June–August) 2019 with their observed concentrations (OBS). The forecasts of PM2.5 
concentrations (Fig. S1(a)) by all three models were consistent with the observed trend, with the 
values varying in the range 50–250 µg m–3. The daily variation trend of the observed concentration 
of PM10 (Fig. S1(b)) was similar to that of PM2.5. The CUACE model gave a better forecast, whereas 
the NAQP forecast was unstable and the CMAQ forecast tended to underestimate the concentrations 
of particulate matter. 

The prediction results of the three models had similar systematic biases for the concentrations 
of SO2 and CO (Figs. S1(c) and S1(e)). The predicted values of the CUACE and NAQP models 
showed a significant positive system bias, whereas the CMAQ model had negative system errors 
in the forecast values of the two gaseous pollutants. The results of the CUACE model were more 
biased than those of the NAQP model. The predictions of NO2 concentrations (Fig. S1(d)) by all 
the three models showed higher positive systematic deviations, of which the positive deviation 
of the CUACE model was the largest. For prediction of O3 concentrations (Fig. S1(f)), the CMAQ 
model gave lower concentrations than the observations, whereas the forecast values of the other 
two models were closer to the observations. 

The three models performed well in predicting the trends and values of PM2.5 and PM10 
concentrations in the period of frequent pollution, with the CUACE giving the best results. The 
value of PM10 predicted by the CMAQ model was generally lower than the observed value. For 
the two gaseous pollutants (SO2 and CO), the CUACE and NAQP models both showed significant 
positive system deviations, whereas the CMAQ model showed a negative deviation. The prediction 
results of all three models showed a positive systematic bias for NO2, with the CUACE model 
showing the largest deviation. For O3, the predicted value from the CMAQ model was lower than 
the observations. 

Air quality is closely correlated with the meteorological conditions, which vary greatly in 
different seasons. How does the prediction effect of the models change with the season? The 
period covered by the data can affect the prediction and evaluation of the models. The data for 
the prediction of CMAQ cover about one year, whereas the data for the NAQP and CUACE models 
cover about three years. We therefore only present the results of the CUACE and NAQP models 
to accurately compare and evaluate the prediction levels of different models in each month over 
a long period of time. 

Fig. S2 shows that peak pollutant concentrations were distributed in different months. PM2.5 
had the largest concentration in winter and the largest forecast error (Figs. S2(a1), S2(a2)). PM10 
was strongly affected by sand dust and the forecast error was largest in April and May when there 
were high levels of dust (Figs. S2(b1), S2(b2)). The O3 concentrations peaked in summer (Figs. S2(f1), 
S2(f2)). The forecast errors of the two models began to increase and the trends of the two models 
diverged in the transition seasons of spring to summer (May), autumn to winter (September–
October) or the peak season of pollutant concentrations. Except for O3, which had a peak RMSE 
in summer, the maximum prediction errors for the pollutants occurred in winter and spring. 

There were regular systematic errors among the models for the prediction of pollutant 
concentrations. We therefore removed these systematic deviations and reduced the uncertainties in 
the model products using multi-model ensemble technology. 

 

3.2 Weight of Each Ensemble Model 
BMA had a different weight allocation for each model in a particular study area as a result of 

inconsistencies in the initial field driving the meteorological background of the three models and 
the differences in their forecasting performance. We selected the observational and forecast data 
of pollutants from 18 stations in Henan Province from 10 November 2018 to 5 December 2019 
as the research objects. Based on previous studies of the length of the sliding training period for 
pressure, temperature and precipitation, the optimum sliding training period for the BMA model 
to optimize the prediction effect was about 30–60 days (Qi et al., 2019, 2020). We therefore used 
30 days as the length of the sliding training period and the trained BMA parameters were applied 
to the BMA model forecast of the next day. The BMA model of each station in the study area was 
established dynamically every day—that is, the first sliding training period was from 10 November 
to 9 December 2018 and the forecast date was 10 December 2018. The second sliding training  
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Fig. 2. Average weight of each ensemble model during the sliding training period from 10 
November 2018 to 4 December 2019. 

 

period was from 11 November to 10 December 2018 and the forecast date was 11 December 
2018. A total of 361 days from 10 December 2018 to 5 December 2019 were chosen as the 
verification period. 

Fig. 2 shows the average weight of the six pollutants for each ensemble model during the 
sliding training period. The CMAQ model had a larger weight for the six pollutant concentration 
forecasts and the NAQP model had the smallest weight. For PM2.5 and PM10, the weight of the 
CMAQ model was equivalent to that of the CUACE model (about 0.45). However, the CMAQ 
showed better forecasting ability for the gaseous pollutants SO2, NO2, CO and O3. The CMAQ 
weight for CO reached 0.67, whereas the weights of the other two models were both about 0.16. 

 

3.3 Evaluation of the Prediction of PM2.5 and O3 Concentrations Using BMA 
Two typical pollutant concentrations of PM2.5 and O3 for 2019 were selected to analyze the 

forecast capability of BMA for pollutant concentrations. The CUACE model (Fig. 3(a)) predicted 
the peak concentration of PM2.5 more accurately for the peak periods in winter. The forecast 
value of the CMAQ model was slightly lower than the observations and the NAQP model was less 
stable in forecasting the peak concentration of PM2.5. In general, the three models all performed 
fairly well in predicting the peak concentration of PM2.5 and the CUACE model gave the best 
prediction. After error correction using BMA, the overall PM2.5 concentration forecast was even 
closer to the observations and more stable, but there was little room for improvement. The 
forecast results of the three models for O3 concentrations in summer (Fig. 3(b)) all showed a 
degree of systematic underestimation, although the CUACE model was better than the other two 
models. After correction by BMA, the forecast of O3 concentrations was improved and the overall 
forecast result was much closer to the observations, although it was still slightly low when the 
concentration was > 160 µg m–3. This is because the post-processing technology of the multi-
mode ensemble was dependent on the results of each single-model forecast, which eliminates 
the inter-model and single-model systematic errors. 

The forecasting ability of the models varied with different levels pollution. We therefore need 
to evaluate the prediction effect of BMA on different pollution levels to provide a reference for 
future applications. Based on the Ministry of Environmental Protection’s Environmental AQI 
Technical Regulations (HJ 633-2012), the mass concentration of PM2.5 was divided into three 
levels: PM2.5 < 75 µg m–3 (cleaning conditions), 75 µg m–3 < PM2.5 < 150 µg m–3 (light to moderate 
pollution) and ≥ 150 µg m–3 (heavy pollution). The concentration of O3 was classified into two 
levels: < 160 and ≥ 160 µg m–3. For PM2.5 < 75 µg m–3, the mass bias scores ranged from 0 to 
20 µg m–3, which was a small positive deviation (Fig. 4). The mass bias of BMA was 3 µg m–3, 
which was the smallest error. For 75 µg m–3 ≤ PM2.5 < 150 µg m–3, the mass bias was the smallest  
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Fig. 3. Comparison of the 24-h forecasts of PM2.5 and O3 concentrations during the forecast period from 10 December 2018 to 5 
December 2019 predicted by BMA, AVE and the three single models. 

 

 

Fig. 4. Mean bias (MB) of (a) PM2.5 and (b) O3 concentrations for different levels of pollution at all stations during the forecast 
period with a 24-h lead time by BMA, AVE and the three single models. 

 

of the three levels—that is, the models had the best prediction effect and the BMA prediction 
effect did not exceed the optimum single model. For heavy pollution (PM2.5 ≥ 150 µg m–3), the 
mass bias was negative for all three models and ranged from –38 to –3 µg m–3. This means that 
the forecasts of all three models underestimated the PM2.5 concentration. BMA gave a significant 
improvement compared with the best single model (NAQP), with the error reduced by 13.6%. 
The mass bias of the prediction of O3 concentrations was < 0 for the two levels of pollutant 
concentrations, showing the systematic underestimation. The BMA prediction effect gave the 
best results, with the mass bias for the two concentration levels reduced by 46 and 32%, 
respectively, compared with the optimum CUACE method. 

We analyzed the effects of different seasons on the typical concentrations of PM2.5 and O3. 
Fig. 5 compares the RMSE and NMB of the seasonal forecasts of PM2.5 and O3 with a 24-h lead 
time obtained by the three models and BMA during the forecast period. The RMSE for PM2.5 of 
all models (20–50 µg m–3) was larger in autumn and winter than in spring and summer (Fig. 5(a)). 
This shows that the large RMSE was caused by the large concentrations of pollutants in autumn 
and winter rather than a decrease in the forecasting ability of the models. Compared with the 
optimum single-model CUACE, the RMSE of the BMA forecast decreased by 37, 35, 68 and 50% 
in winter, spring, summer and autumn, respectively. The NMB of PM2.5 (Fig. 5(b)) was mainly 
positive and the error was larger in winter and spring, so the forecast value was overestimated 
in these two seasons. The forecast was better with smaller errors in summer and autumn. The 
RMSE for O3 (Fig. 5(c)) was similar in the four seasons. The maximum error in summer for the 
three models was about 40–63 µg m–3. The RMSE of the BMA forecast was the lowest in all four 
seasons, whereas that of the NAQP forecast was the highest, except in summer. Unlike the PM2.5  
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Fig. 5. Comparison of the RMSE and NMB of the PM2.5 and O3 forecasts with a 24-h lead time in four seasons by BMA, AVE and 
the three single models during the forecast period. 

 

concentration, the NMB of all three models (Fig. 5(d)) was less than zero in all four seasons, which 
means that the models underestimated the O3 concentrations. Compared with the CUACE model, 
the NMB of BMA decreased by 67, 83, 94 and 55% in winter, spring, summer and autumn, 
respectively. 

The models therefore simulate moderate or light PM2.5 pollution well, but underestimate 
heavy pollution. The models systematically underestimate O3 concentrations, which provides a 
basis for future improvements. BMA can make the corrected forecasts of peak pollutant 
concentrations more consistent with the observations and therefore provides good technical 
support for operational forecasting. 
 

3.4 Evaluation of the Prediction of the Concentrations of Six Pollutants by 
BMA 

Fig. 6 compares the RMSEs of the forecasts for the concentrations of the six pollutants with 
lead times of 1–7 days for the BMA, the ensemble average of the three models (AVE), and the 
NAQP, CMAQ and CUACE models at all stations during the forecast periods. The RMSE index was 
selected to evaluate the forecast performance of the three models. A total of 361 days from 10 
December 2018 to 5 December 2019 were chosen as the verification period. Fig. 6 shows that, 
with the extension of the forecast lead time, the single- and multi-model ensemble forecasting 
had very similar forecast errors for the six pollutants, indicating that the forecasting of pollutants 
was similar to the forecasting of temperature, with a certain degree of sustainability. The RMSE 
after BMA was smaller than those of the single models and AVE, so the BMA ensemble forecast 
method had a better effect. 

Taking the 24-h forecast lead time as an example (Figs. 6(a) and 6(b)), the RMSE of the BMA 
forecast for PM2.5 and PM10 was reduced by about 24% relative to that of the CUACE model, which  
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Fig. 6. RMSEs of the forecasts of the six pollutant concentrations with 1–7-day lead times by BMA, 
AVE, NAQP, CMAQ and CUACE at all stations during the forecast period. 

 

had a better prediction effect. The RMSEs of the PM2.5 and PM10 forecasts were decreased by 
about 22 and 16%, respectively, compared with the AVE. The CMAQ model had a relatively good 
prediction effect for the gaseous pollutants SO2, NO2 and CO (Figs. 6(c), 6(d) and 6(e)) and its error 
was smaller than that of the other two models. The prediction effect of the AVE was close to that 
of the CMAQ method and the forecast effect of the concentration of pollutants was not significantly 
improved. The RMSEs of AVE with a lead time of 1–7 days were all larger than the optimum single-
model CMAQ result, particularly for CO forecasting, which shows that the three models had 
greater dispersions and higher uncertainties for the forecast of CO. However, BMA showed a more 
obvious improvement effect for SO2, NO2 and CO than CMAQ for the 1–7-day forecast, with the 
RMSE reduced by about 29–36, 33 and 32–39%, respectively. The best BMA forecast was still for 
O3 (Fig. 6(f)), but the improvement was relatively small (about 1–5%) compared with the AVE. 
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The forecast effect for the six pollutant concentrations with a 1–7-day lead time after correction 
by the multi-model ensemble BMA was better than those of the AVE and the single-model forecast. 
The 24-h forecast showed that, compared with AVE, the prediction RMSEs of PM2.5 and PM10 by 
BMA decreased by about 22 and 16%, respectively. Compared with the optimum single-model 
CMAQ method, the prediction RMSEs of SO2, NO2 and CO by BMA were reduced by about 29, 33 
and 39%, respectively. BMA gave a smaller improvement (about 5%) in the RMSE of the forecast 
of O3 than AVE. The forecast was therefore improved after BMA to calibrate forecast ensembles 
and BMA can provide technical support for operational forecasting. 

 

3.5 Spatial Distribution of the Forecast Errors of BMA 
Fig. 7 shows the RMSE distribution of the 24-h concentration forecasts of six pollutants by the 

single models and BMA in Henan Province during the verification period. For PM2.5 (Figs. 7(a1–a4)), 
the prediction error of the CUACE model was high in the northwest and low in the southeast. The 
maximum error of the RMSE was in the range 34–37 µg m–3, which was the smallest forecast error 
of all the models. The CMAQ model showed that the forecast error in the north-central region 
was larger than that in the south; the forecast error was largest (40 µg m–3) in region ZZ. The 
prediction error of the NAQP model was high in east and low in west Henan, in contrast with that 
of the CUACE model, and the RMSE was the largest among the three models, with a maximum of 
50 µg m–3. The error distribution of the BMA forecast was similar to the optimum single-model 
CUACE forecast, but the improvement in the error was not obvious. The spatial distributions of the 
CUACE and CMAQ forecast errors were the same for PM10 (Figs. 7(b1–b4)), especially in northwest 
Henan, where the maximum error was as high as 55–65 µg m–3. The error of the NAQP model 
was high in the north and low in the south of the province. The second largest error in the RMSE 
(60–77 µg m–3) was near region ZZ. The BMA forecast error was improved compared with the 
single models, with the RMSE reduced to 45–53 µg m–3 in northwest Henan. 

The large errors in the single models for SO2 (Figs. 7(c1–c4)) were concentrated in north-central 
Henan. The RMSEs of the CUACE and NAQP models had a larger error range > 9 µg m–3 and the 
CMAQ forecast effect was slightly better. The BMA forecast was also high in the north and low in 
the south of the province, but the prediction error values and ranges were smaller with the best 
RMSE of 6–10 µg m–3. 

The error distributions for NO2 and CO (Figs. 7(d1–d4) and 7(e1–e4), respectively) in the three 
models and BMA were similar to that of SO2, with the largest prediction error for the CUACE 
model. The error distributions for O3 (Figs. 7(f1–f4)) in the CUACE and CMAQ models were higher 
in north and lower in south Henan, with the largest simulation error in region ZZ. The NAQP model 
showed a larger error in northwest than southwest Henan and the error was the largest of the 
three models. BMA showed a greater improvements for the errors in NO2, CO and O3 concentrations. 

The prediction errors of the three models for the concentrations of the six pollutants in Henan 
were all high in the north and low in the south. The model prediction effect was ranked as 
CUACE > CMAQ > NAQP for PM2.5, PM10 and O3, whereas the prediction effects for SO2, NO2 and 
CO were in the order CMAQ > NAQP > CUACE. The BMA prediction error was similar to that of 
the optimum single-model CUACE for PM2.5, but greatly reduced the prediction errors for the 
other five pollutants compared with the three single models. 

 

3.6 Analysis of a Heavy Pollution Process 
Henan Province was affected by persistent heavy pollution events from 20 to 26 February 

2019, especially at Puyang (PY), Anyang (AY) and Hebi (HB) stations, where the pollution lasted 
for 7 days, with the worst conditions on 20 February. The PM2.5 concentration (Fig. 8(a)) at PY, 
AY and HB stations on 20 February reached 460, 373 and 274 µg m–3, respectively, and the PM10 
concentration (Fig. 8(b)) reached 460, 404 and 305 µg m–3, respectively. The model forecasts 
underestimated the air quality in terms of particulate matter. The BMA forecasts for the stations 
with concentrations > 150 µg m–3 were much closer to the observations than the single models 
and AVE forecasts. Although the BMA forecast effect for severe PM2.5 pollution was still lower, it 
was much improved. BMA and the NAQP model had similar forecasting effects for PM10 (Fig. 8(b)), 
with little improvement. The three models all overestimated SO2 (Fig. 8(c)) and NO2 (Fig. 8(d)) 
pollution, although the CMAQ model had a relatively good effect. By contrast, BMA had a good  
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Fig. 7. RMSE distribution of the 24-h forecasts of the concentrations of six pollutants by the three single models and BMA in 
Henan during the forecast period. 
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Fig. 8. Comparison of the 24-h forecasts of the concentrations of the six pollutants by BMA, AVE and the three single models on 
20 February 2019. 

 

correction effect on the positive bias of the model. The NAQP forecast was better for CO (Fig. 8(e)), 
but the BMA forecast was nearer the observations. The three models were unstable in predicting 
the trend for O3 (Fig. 8(f)), but the BMA forecast was stable with a small bias relative to the 
observations. 

 

4 CONCLUSIONS 
 
The prediction errors in the concentrations of six pollutants in Henan region were high in the 

north and low in the south for all models in winter (December to the following February) when 
pollution frequently occurs (the peak period for O3 is summer). The overall ranking of the models 
for the prediction effects for PM2.5, PM10 and O3 concentrations was CUACE > CMAQ > NAQP, 
whereas the order for the SO2, NO2 and CO concentrations was CMAQ > NAQP > CUACE. BMA 
reduced the RMSEs of the 24-h forecasts for PM2.5 and PM10 by about 16% relative to the AVE 
forecasts. BMA reduced the RMSEs for SO2, NO2, and CO by about 29, 33 and 39%, respectively, 
compared with the optimum single-model CMAQ. The improvement with BMA (about 5%) was less 
than that of AVE for O3. The NMB of BMA with a 24-h lead time decreased by 67, 83, 94 and 55% 
compared with the CUACE model for O3. All the models presented a systematic underestimation 
for O3 and heavy pollution by PM2.5. 
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The systematic deviations of the three models in different seasons and their correlations with the 
observations were inconsistent. For example, the three models had higher correlation coefficients 
in winter and spring for PM2.5, but were more likely to have low values. By contrast, the correlation 
coefficients were lower in summer and autumn and the values were easily overestimated. For 
PM10, the three models generally underestimated the forecasts in all four seasons, especially in 
winter and spring. In terms of the O3 forecasts, the CUACE model underestimated pollution in all 
four seasons, whereas the CMAQ model overestimated the concentrations in all the seasons 
except summer. 

The BMA model was good for forecasting the peak periods of the two main pollutants (PM2.5 
and O3). After error correction, the overall forecast result of the PM2.5 concentration for BMA 
approached the real situation and was more stable, leaving little room for improvement. For O3, 
all three models showed a systematic underestimation, which was corrected by BMA. However, 
the forecast was still a little less than the observations when the concentration was > 160 µg m–3. 
This is because the post-processing technology of the multi-model ensemble depends on the 
single-model forecasts and therefore the inter-model and single-model systematic errors are 
removed. 

Future research will use seasonal data in the BMA model to conduct training and forecasting. 
The BMA model adopted in this paper did not strictly test the distribution of the PDF for all six 
pollutant concentrations and there is still a lack of model-matching, which may be one of the 
reasons for the small improvement in the ensemble forecasting results. 
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