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ABSTRACT

A source apportionment (SA) study was conducted on two PM$_{2.5}$ data sets, two carbon fractions and eight temperature-resolved carbon fractions collected during Cincinnati Childhood Allergy and Air Pollution Study (CCAAPS). This study aimed to evaluate two clustering algorithms: k-means clustering (kMC) and spectral clustering (SC) as potential receptor models for source apportionment. The application of kMC produced unsatisfactory results, but the results obtained from SC demonstrated a significant correlation with the results obtained using positive matrix factorization (PMF). The clustering results obtained were associated with practical evidence available in the literature. SC identified six source factors on analyzing two carbon fractions data set and seven factors from eight temperature-resolved carbon fractions data set. The sources (source contribution in parentheses) identified are: combustion (45.9 ± 3.66%) and secondary sulfate (11.4 ± 1.09%), vegetative/wood burning (17.5 ± 1.46%), diesel (10.6 ± 0.92%) and gasoline (3.6 ± 0.33%) vehicles, soil/crustal (2.07 ± 0.2%), traffic (9.3 ± 0.81%), and metal processing (8.8 ± 0.72%). The source profiles obtained using SC also show similarity with the profiles derived using PMF. In summary, this study presented a basic framework for applying Machine Learning algorithms for SA analysis. Also, it presents SC as a potential receptor model technique for SA.
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1 INTRODUCTION

Receptor modeling for source apportionment (SA) is an integral element of contemporary aerosol research. Receptor models aim to identify emission sources and apportion their respective contributions to aerosol quantity and composition. The information obtained from SA is critical to evolving existing and developing novel control strategies or legislation for effective air quality management (Begum et al., 2007; Hopke and Cohen, 2011; Karagulian; 2012; Bove et al., 2014; Hopke, 2016). Viana et al. (2008) compared receptor models available in literature based on the extent of information required about emission sources and their profile before implementing the model to get credible results. In the comparison, chemical mass balance (CMB) and multivariate factor analysis (FA) are at the two extremes of the spectrum. CMB is the most appropriate model and provides the most objective result if the aerosol sources' details and profiles for a local region are available. In most cases, the local source profiles are not available and applying profiles that
do not adequately reflect the emission sources can provide inaccurate SA results (Hopke, 2016). So in the absence of source profiles, multivariate models such as Positive Matrix Factorization (PMF) play a pivotal role in SA (Ramadan et al., 2003; Viana et al., 2008; Hopke and Cohen, 2011; Hopke, 2016). The PM$_{2.5}$ speciated physico-chemical properties and uncertainty associated with each species collected from in-situ measurements are used by PMF and other receptor models for SA. PMF decomposes the PM$_{2.5}$ matrix as a product of source pattern and contribution matrices and searches for correlation between chemical species. PMF assumes that constituents emitted from the same source exhibit high correlation unique to that source to estimate the number, profile, and contribution of the sources from the ambient data itself (Paatero and Tapper, 1994; Paatero, 1997; Watson et al., 2002; Ramadan et al., 2003; Caselli et al., 2006; Viana et al., 2008; Hopke and Cohen, 2011; Karagulian; 2012; Hopke, 2016). PMF is the most widely used receptor model for SA (61.4%) during 1990–2019, as illustrated in Fig. S1 in the Supporting Information (Karagulian et al., 2015; Hopke et al., 2020). Other receptor models and their application is also mentioned in Fig. S1.

Although traditional receptor models such as PMF (Yue et al., 2008; Harrison et al., 2011; Dall’Osto et al., 2012; Tan et al., 2014; Liang et al., 2020; Liang et al., 2021) and k-means clustering (Charron et al., 2008; Beddows et al., 2009; Dall’Osto et al., 2012; Wegner et al., 2012; Salimi et al., 2014; Liang et al., 2020) have been applied for SA using particle number concentration, no attempts have been made previously to apply clustering algorithms on mass concentration data. In this study, we have implemented k-means clustering (kMC) as well as Spectral Clustering (SC) algorithms which are a part of Machine Learning (ML), on mass concentration data. ML executes mathematical models based on statistical theory in the form of computer programs. ML model optimizes the performance criterion or pre-defined parameters based on past data. The fundamental difference between traditional and ML programs is that the ML model can learn from the data and adapt to the changing environment, making it part of artificial intelligence. This is advantageous as the modeler does not need to provide the solution for all the possible scenarios (Alpaydin, 2020). ML algorithms’ unique learning and adaptability feature can be critical for SA as the chemical composition of PM$_{2.5}$ is not constant and varies from region to region. ML has a wide range of algorithms in its arsenal for various types of data and problems (Alpaydin, 2020).

Clustering, an unsupervised ML algorithm, is of interest for this study due to its ability to extract hidden patterns and information from the data itself, similar to FA models. Clustering is a significant element in machine learning and data mining processes and has been employed extensively to address issues in various disciplines, viz. psychology, biology, applied sciences, computer science, and so forth (Rokach and Maimon, 2005; Gan et al., 2007; Higham et al., 2007; Von Luxburg, 2007; Filippone et al., 2008; Aggarwal and Reddy, 2014). PMF selects sources based on the trial-and-error method and depends on the researcher to choose the appropriate number of sources based on results obtained and practical evidence. The clustering process also falls in the same line. However, certain techniques are available to initialize the number of clusters (sources) from the data itself, which can help analyze new data sets.

The following objectives are addressed in this paper: (a) to investigate the feasibility of clustering as a potential receptor model for SA and (b) to compare the source contributions and profiles derived using clustering algorithms with the results obtained using PMF using two distinct datasets, viz. two carbon (2C) and eight temperature-resolved carbon (8C) fractions. In this study, two clustering algorithms were used namely k-Means Clustering (kMC) and Spectral Clustering (SC), which have been discussed in detail in the methodology section. The primary source contributions and profiles derived from both the clustering algorithms were compared for both datasets.

2 MATERIALS AND METHODS

2.1 Data Description

The PM$_{2.5}$ and associated chemical composition data used in this study were collected at 11 sampling sites of the CCAAPS network. The exact sampling method and chemical composition analysis can be found in the previous research papers on this study (Hu et al., 2006; Hu, 2007; Sahu et al., 2011). The descriptive statistics of two distinct datasets used in this study viz. 2C and 8C are described in Table S1 in the Supporting Information. The EC and OC for the 2C dataset
were estimated by the National Institute for Occupational Safety and Health (NIOSH) method that uses the thermal optical transmittance (TOT) technique. The temperature resolved carbon’s (O1TC, O2TC, O3TC, O4TC, OPTRC, E1TC, E2TC, and E3TC) for the 8C dataset were evaluated as per the Interagency Monitoring of Protected Visual Environments (IMPROVE) thermal optical reflectance (TOR) protocol. The OC fractions O1TC, O2TC, O3TC, and O4TC, were measured at 120°C, 250°C, 450°C, and 550°C, respectively in a 100% helium (He) atmosphere. The EC fractions were measured at 550°C, 700°C, and 800°C for E1TC, E2TC, and E3TC, respectively, in a 98% He and 2% oxygen mixture. The pyrolyzed organic carbon (OPTRC) was measured following laser response. The temperature resolved carbon fractions help differentiate diesel and gasoline vehicle sources based on their source signatures.

### 2.2 Receptor Modelling

#### 2.2.1 Basic framework

Receptor models are based on the principle of mass conservation and decompose a matrix of PM2.5 speciation data with the purpose of (a) identifying the sources and their composition (source profile), (b) contribution of each source to ambient concentration (Watson et al., 2002; Ramadan et al., 2003; Viana et al., 2008; Hopke and Cohen, 2011; Karagulian; 2012; Hopke, 2016). The receptor models must adhere to the natural physical constraints imposed on the model, which are: (a) neither a source contribution nor any element in source composition can be negative, (b) the model must reproduce the data, (c) the total predicted mass contribution of aerosol species for each source could not be higher than the measured mass for each species. For m elements in n samples for p independent sources, the mass balance equation can be written as:

$$
X_{ij} = \sum_{k=1}^{p} g_{ik} f_{kj} + e_{ij}
$$

where $X_{ij}$ is the i-th concentration measured in the j-th sample, $g_{ik}$ is the concentration of i-th parameter in the j-th sample, $f_{kj}$ is the contribution from the k-th source to the j-th sample, and $e_{ij}$ is the residue.

In matrix form,

$$
X = FG + E
$$

where $X$ ($n \times m$) is the aerosol samples measured concentration matrix, $F$ ($n \times p$) is the source contribution matrix, $G$ ($p \times m$) is the source profile matrix, and $E$ is the residue matrix.

#### 2.2.2 Clustering

Clustering is a sequence of procedures for partitioning unlabelled data in groups (or clusters) with no prior information. In clustering, the objects in the same cluster exhibit similarity while objects in different clusters are quite contrasting (Gan et al., 2007; Xu and Wunsch, 2008; Clarke et al., 2009; Aggarwal and Reddy, 2014; Alpaydin, 2020). Clustering is different from classification and regression, which are supervised learning algorithms. Classification and regression require two variables, i.e., target/dependent and independent. In regression, the variables are real-valued continuous variables, while in classification, the variables are categorical (Sammut and Webb, 2011; Mendenhall and Sincich, 2014). Contrary to that, clustering assumes no output or target variable and only input data known as unlabelled data. Clustering relies primarily on the underlying or hidden structure of the data for exploration and investigation to discover and extract useful information. Due to its exploratory nature, clustering is suitable for this study as the source details are not available since they vary from widely and has to be extracted from the PM$_{2.5}$ matrix, which is the only information available to the modelers, similar to FA models (Chen et al., 1993; Gan et al., 2007; Clarke et al., 2009; Olivas et al., 2009; Sammut and Webb, 2011). As illustrated in Fig. 1, clustering is an iterative process, including several steps, and often requires the repetition of certain steps to obtain satisfactory results. The major steps involved in the clustering process are briefly discussed in the Supporting Information.
Fig. 1. Overview of the steps in the clustering process (Fayyad et al., 1996; Jain et al., 1999; Halkidi et al., 2001; Xu and Wunsch, 2008).

2.2.3 k-means clustering

kMC is one of the most popular, fundamental, and comprehensively used partitional clustering algorithms because of its simple implementation, speed, and memory efficiency (MacQueen, 1967; Lloyd, 1982; Gan et al., 2007; Xu and Wunsch, 2008; Aggarwal and Reddy, 2014). Partitional clustering algorithms are iterative in nature and attempts to construct partitions (or clusters) in the data while minimizing the objective or cost function. kMC minimizes the sum of square error (SSE) for the given set of centroids through the minimum distance rule according to which entities are assigned to the cluster whose centroid is nearest to them (called error) calculated using Euclidean distance (Xu and Wunsch, 2005; Olivas et al., 2009; Sammut and Webb, 2011; Morissette and Chartier, 2013). Further details about the algorithm are presented in Supporting Information.

2.2.4 Spectral clustering

Contrary to the conventional clustering algorithms, SC is based on graph theory, emphasizing the Laplacian matrix’s eigenvalue decomposition to partition or cluster the data. The Laplacian matrix is generated from the weighted graph. (Bach and Jordan, 2004; McSherry, 2004; Gan et al., 2007; Clarke et al., 2009; Aggarwal and Reddy, 2014; Celebi and Aydin, 2016).

SC can outperform traditional clustering algorithms such as the kMC, expectation minimization (EM) which assumes the data to have a spherical or elliptical distribution, whereas SC makes no such assumptions (Von Luxburg, 2007; Aggarwal and Reddy, 2014). SC’s basic framework applies eigenvalue decomposition, similar to UNMIX/PMF (Lewis et al., 2003). SC shares the same objective function as PMF with slightly varying constraints and optimization methods. PMF expects \( F \), a matrix constructed by the eigenvectors of the Laplacian matrix \( L(G) \), to be non-negative while SC assumes \( F \) to be orthonormal (Merris, 1994; Liu and Han, 2013; Aggarwal and Reddy, 2014) which justifies the application of SC. Further details about the algorithm are presented in Supporting Information.

3 RESULTS AND DISCUSSION

3.1 Clustering

The results obtained from the kMC algorithm for 2C and 8C datasets are shown in Figs. S3(a) and S3(b) respectively, in the Supporting Information. It can be visualized from the kMC results that the clusters’ data points encircle around the centroid of the clusters. The source contributions and profiles obtained from kMC were not promising compared with the results obtained using PMF which is the guiding principle for this study. The speculation for the inaccuracy in kMC results could be the assumption that the input data has a spherical distribution that might not necessarily be accurate for this kind of real-world data. The data’s high dimension adds another layer of complexity to the problem that kMC cannot handle.

The results obtained from kMC are not explained further and only presented while comparing SC and PMF results. The other algorithm SC, produced results that display significant resemblance with the SA results obtained by Sahu et al. (2011) and are shown in Figs. S4(a) and S4(b) for 2C and 8C datasets respectively in the Supporting Information. Optical analysis of the SC results
indicates that the cluster’s data points are much more scattered than the datapoints of kMC and do not exhibit any specific shape or distribution.

Using validity indices with contrasting scales is always good to effectively understand the clustering results. A higher CH index represents a good clustering while vice versa for the DB index. We can compare different clustering results and select those that provide a good value for both indexes. No specific CH index is defined to decide whether the clustering result is good or bad, especially for this kind of data. So, it becomes essential to compare the index results obtained from other clustering algorithms to get a comparative idea. The validity indices’ values were calculated for this study and tabulated in Table S2 in the Supporting Information. The CH index is higher for both datasets when SC is applied compared to kMC. The CH index is highest (468.14) for 8C when SC is applied, while the DB index (0.19) is the lowest, making it the best result.

3.2 Sources Identified

The objective of clustering algorithms is to extract applicable information from the data to assist in solving problems. Thus, it is vital to associate the clustering results with the practical evidence of the domain available in the literature. The objective of this study is to extract information about emission sources, profiles, and their contribution. Among the sources identified, five sources are common for both datasets, i.e., combustion sulfate, secondary sulfate, vegetative/wood burning, soil/crustal, metal processing. 2C has a traffic source, while for 8C two additional sources namely diesel and gasoline vehicles were identified using eight temperature resolved carbon fractions which are thermal sensitive volatility fractions of carbon materials for differentiating diesel and gasoline vehicle sources. A summary of the sources and their respective contributions identified using SC is presented in Fig. 2 and explained briefly below.

3.2.1 Sulfate sources

One cluster for each dataset with the highest loadings of S, high OC, EC and traces of Se was assigned as the combustion sulfate sources. Another cluster for each dataset with the abundance of S and OC and traces of Si, K, and Ca was attributed to secondary sulfate sources (Kim et al., 2003; Lewis et al., 2003; Lee et al., 2008; Chen et al., 2011). PM$_{2.5}$ contributions proportioned from combustion and secondary sulfate sources are 45.9% and 11.7% for 2C and 45.9% and 11.4% for 8C respectively. The combustion and secondary sulfate sources contribute 65.2% and 16.4% of the total sulfur in PM$_{2.5}$ concentration. The sum of the contribution from both sources, 54.7% for 8C is consistent with the value (56.9%) reported by Sahu et al. (2011).

3.2.2 Metal processing

A cluster identified by SC with a relatively high concentration of Cu, Zn, Fe, and Pb was attributed as metal processing (Kim et al., 2003, 2004, 2005). The source contributes 4.2% and 8.8% for 2C and 8C respectively.

3.2.3 Vegetative/wood-burning

The vegetative/wood-burning source was identified by an abundance of K, OC, and EC (Turn et al., 1997; Song et al., 2001; Pozza et al., 2006; Belis et al., 2013) and contributed 27.2% and 17.5%
to ambient PM$_{2.5}$ concentration for 2C and 8C respectively. The source is a major producer of potassium and accounts for 45.9% of the total concentration.

3.2.4 Soil/crustal

The presence of Al, Si, Ca, Fe and K characterized soil/crustal source (Polissar et al., 2001; Liu et al., 2003; Kim et al., 2004; Amato et al., 2014) and arise from construction sites, unpaved roads, natural wind blow, resuspended traffic dust, etc. contributing 2.07% of total PM$_{2.5}$.

3.2.5 Traffic sources

A cluster with a high mass fraction of OC and EC and traces of Pb, Mn, Fe, and Zn was determined as traffic source (Ramadan et al., 2000; Chow and Watson, 2002; Viana et al., 2008; Amato et al., 2009; Jeong et al., 2011) for 2C dataset. The traffic source contributes 9.38% of total ambient PM$_{2.5}$. It includes the contribution from numerous activities and processes apart from exhaust emissions like the clutch, tyre, and brake linings wear, which impart trace elements like Mn, Fe, Zn, etc. For the 8C dataset, the traffic source was separated into diesel and gasoline, using temperature resolved carbon fractions. The diesel and gasoline vehicle sources were identified based on high EC and OC factors and contributed 10.6% and 3.6% respectively. The trace elements for these sources have the same origin as the traffic source. The EC/OC ratio for diesel and gasoline vehicles in this study are 0.65 and 0.37 respectively. The total traffic contribution for 8C (14.2%) is consistent with the value (16.5%) reported by Sahu et al. (2011).

It is important to outline that SC not only gives better results than kMC but also provides accurate results for the 8C dataset compared to 2C. The ability to perform better on datasets that have a large number of samples and features is an added advantage of SC as most models fail to accommodate higher dimensional data due to the computational complexity it brings along. This makes SC a suitable and effective receptor model for SA as the data has a high number of variables and are of different kinds with varying ranges and properties.

3.3 Comparison with the Previous PMF Modeling Study

It is always recommended to compare the clustering results with external results, if available, to understand the model’s capabilities thoroughly. The source contribution results obtained from SC were compared with kMC and PMF as presented in Table 1. However, this study only compares the results of clustering algorithms with PMF and not their respective methodologies. The SA results provided by SC are close to the source contributions apportioned by PMF which is not the case with the kMC. The kMC results are quite equally distributed among certain sources, leading to inappropriate interpretations as it is known that certain sources produce more emissions than others. PMF is a standard receptor model for SA, and a good correlation with its results indicates the caliber of SC as a potential receptor model. The source profiles acquired on applying SC on 2C and 8C datasets were compared with the PMF profiles by Sahu et al. (2011). The comparison profiles are illustrated in Figs. 3 and 4 respectively and discussed below briefly. The percentage deviation of the source contribution by SC is calculated on the mass of PM 2.5 contributed by the source. The absolute deviation is calculated to address the error, so the deviations are positive.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sahu et al. (2011)</th>
<th>2C</th>
<th>This study</th>
<th>8C</th>
<th>This study</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PMF</td>
<td>kMC</td>
<td>SC</td>
<td>PMF</td>
<td>kMC</td>
</tr>
<tr>
<td>Soil/crustal</td>
<td>0.6 ± 0.4</td>
<td>3.8 ± 0.34</td>
<td>1.5 ± 0.14</td>
<td>0.7 ± 0.4</td>
<td>5.07 ± 0.47</td>
</tr>
<tr>
<td>Vegetative/wood burning</td>
<td>25.3 ± 1.7</td>
<td>22.9 ± 1.91</td>
<td>27.2 ± 2.28</td>
<td>15.7 ± 1.0</td>
<td>22.5 ± 1.88</td>
</tr>
<tr>
<td>Combustion sulfate</td>
<td>46.1 ± 0.6</td>
<td>23.1 ± 1.89</td>
<td>45.9 ± 3.72</td>
<td>46.8 ± 0.7</td>
<td>26.2 ± 2.1</td>
</tr>
<tr>
<td>Secondary sulfate</td>
<td>10.8 ± 1.3</td>
<td>22.9 ± 1.91</td>
<td>11.7 ± 1.04</td>
<td>12.9 ± 0.5</td>
<td>15.8 ± 1.35</td>
</tr>
<tr>
<td>Metal processing</td>
<td>7.7 ± 0.4</td>
<td>16.4 ± 1.4</td>
<td>4.22 ± 0.38</td>
<td>7.5 ± 0.3</td>
<td>11.87 ± 1.0</td>
</tr>
<tr>
<td>Diesel vehicle</td>
<td>10.9 ± 1.9</td>
<td>13.2 ± 1.1</td>
<td>10.6 ± 0.92</td>
<td>5.3 ± 0.46</td>
<td>3.6 ± 0.33</td>
</tr>
<tr>
<td>Gasoline vehicle</td>
<td>5.6 ± 1.4</td>
<td>18.5</td>
<td>14.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Traffic</td>
<td>9.5 ± 2.4</td>
<td>10.1 ± 0.91</td>
<td>9.38 ± 0.81</td>
<td>16.5</td>
<td></td>
</tr>
</tbody>
</table>

This study only compares the results of clustering algorithms with PMF and not their respective methodologies. The SA results provided by SC are close to the source contributions apportioned by PMF which is not the case with the kMC. The kMC results are quite equally distributed among certain sources, leading to inappropriate interpretations as it is known that certain sources produce more emissions than others. PMF is a standard receptor model for SA, and a good correlation with its results indicates the caliber of SC as a potential receptor model. The source profiles acquired on applying SC on 2C and 8C datasets were compared with the PMF profiles by Sahu et al. (2011). The comparison profiles are illustrated in Figs. 3 and 4 respectively and discussed below briefly. The percentage deviation of the source contribution by SC is calculated on the mass of PM 2.5 contributed by the source. The absolute deviation is calculated to address the error, so the deviations are positive.
For the 8C dataset, metal processing source contribution depicts a difference of 1.3% between PMF and SC results. The diesel and gasoline source contributions show a difference of 0.3% and 2% between PMF and SC results. Source contributions from PMF and SC for vegetative/wood burning sources show an error of 1.8%. The difference between contributions apportioned by PMF and SC for combustion and secondary sulfate sources is 0.9% and 1.5% respectively. Soil/crustal source shows a variation of 1.4% in source contribution. For the 2C dataset, vegetative/wood burning, soil/crustal, metal processing and traffic sources exhibit a deviation of 1.6%, 0.9%, 3.5% and 0.1% respectively. For the combustion and secondary sulfate sources, the variation between

Fig. 3. Comparison of source profiles obtained from PMF (green) and SC (white) for 2C data set.
Fig. 4. Comparison of source profiles obtained from PMF (green) and SC (white) for 8C data set.
PMF and SC for the 2C dataset is 0.2% and 0.9% respectively. A statistical t-test was conducted to compare the source contributions derived by PMF and SC. The results indicate a significant difference in the source contribution for soil/crustal (p < 0.05). There is no significant difference in the source contribution apportioned by PMF and SC for the 8C dataset for all the other sources. For the 2C dataset, soil/crustal and metal processing source contributions derived by PMF and SC exhibit a significant difference (p < 0.05). This indicates that for the 8C dataset with more features, there is an improvement in source contribution estimation. The elemental concentrations in the source profiles apportioned by SC and PMF are very similar. For the 8C dataset, the Pearson’s correlation coefficient (R) between the source profiles obtained from PMF and SC for combustion (0.97) and secondary (0.85) sulfate, metal processing (0.73), vegetative/wood burning (0.74), diesel (0.81) and gasoline (0.66) vehicle are high while for soil/crustal source (0.09) however, the value is low. Similarly, for the 2C dataset, R is high for combustion (0.95) and secondary (0.68) sulfate, metal processing (0.88), vegetative/wood burning (0.99), traffic (0.93) while for soil/crustal (0.10) is low.

The statistical analysis for source contributions for 8C derived from kMC, soil/crustal, vegetative/wood burning, combustion and secondary sulfate and metal processing sources (p < 0.05) exhibit significant differences compared to PMF. Similarly, for the 2C dataset, soil/crustal, combustion and secondary sulfate and metal processing sources (p < 0.05) have significant differences in source contributions compared to PMF.

For multivariate receptor models, the source profiles should be comparable, but no profiles are considered standard results and only enough evidence needs to be collected to conclude convincing sources (Lewis et al., 2003). The overall difference in contribution and chemical composition of the sources using PMF and SC is well within the acceptable estimation range. The difference between SC and PMF results can be reduced if we have large datasets as ML algorithms require extensive data for training and the accuracy improves with the size of the data. We are collecting large data sets from other sampling sites to apply our SC algorithm for further improvement. Overfitting is a scenario where the model performs better on training data than on testing/validation data. However, there are no objective criteria in clustering to declare that a certain output is correct as there are no labels or target variables in unsupervised ML algorithms. So, cross-validation on test data is not applicable in clustering as we need to assess the disparity in results from ground truth which is not available. However, the overfitting in clustering is expressed in terms of determining optimal cluster numbers. If n clusters are fitted on n samples, then the results are impractical and do not reflect the structure of the data (Schölkopf et al., 2007; Gan et al., 2007; Xu and Wunsch, 2008; Aggarwal and Reddy, 2014). So, choosing the optimal number of clusters and comparison with external results if available are techniques to avoid overfitting in clustering.

The results obtained in this study provides an optimistic outlook towards SC as a receptor model. The aforementioned being said, we acknowledge that this is just a comparative study whose objective was to introduce and estimate the feasibility of SC as a receptor model for SA. The results are encouraging and provide evidence for SC’s feasibility as a potential mechanism for receptor modeling and SA. More sophisticated, accurate, and robust models can be developed using clustering algorithms as the framework’s base with further research on larger datasets.

4 CONCLUSIONS

A new receptor modeling approach was examined for SA (source apportionment) using a machine learning (ML) methodology, the SC (spectral clustering) algorithm. This was demonstrated for two PM2.5 datasets, 2C (two carbon fractions) and 8C (eight carbon fractions) which identified six and seven contributing sources for 2C and 8C datasets. The sources identified are combustion (45.9 ± 3.66%) and secondary sulfate (11.4 ± 1.09%), vegetative/wood burning (17.5 ± 1.46%), diesel (10.6 ± 0.92%) and gasoline (3.6 ± 0.33%) vehicles, soil/crustal (2.07 ± 0.2%), traffic (9.3 ± 0.81%), and metal processing (8.8 ± 0.72%) out of which combustion sulfate has the highest contribution followed by vegetative/wood burning. Collectively, the results obtained using SC were compared with PMF results and they appear consistent. Importantly, our results provide evidence for SC’s feasibility as a potential mechanism for receptor modeling and SA. This study presented a basic framework for applying Machine Learning algorithms for source apportionment analysis and SC as a potential receptor model for SA providing a basis for further research.
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