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ABSTRACT

Recent literature suggests that particle toxicity increases with decreasing particle diameter and increasing total particle surface area. Most inexpensive particle monitors are based upon light scattering and tend to lose sensitivity for particles with diameters less than about 0.3–0.35 μm. This raises the question of whether the measurement of PM$_{2.5}$ “misses” the potential impact of very small particles (e.g., below 0.3 μm) due to lack of sensitivity and/or the low mass concentrations that these particles contribute to the total PM$_{2.5}$. On the other hand, measuring only ultrafine particles (e.g., below 0.1 μm) would exclude significant numbers of still very small particles. The focus of simulating a novel particle monitor in this study, is to address limitations in current inexpensive particle monitors, and to realize a particle monitor that may be more relevant to adverse health outcomes by measuring both PM$_{0.3}$ and PM$_{2.5}$. The monitor uses optical scattering techniques, measuring light scattering by the particles at two forward angles, to determine PM$_{0.3}$ and PM$_{2.5}$. Experimental data from particle monitor prototypes that were developed show good agreement with simulation results. Such a monitor, that is low-cost and easy to use, can provide information directly to the users so that they can be driven to action. In particular, low-income communities that are often impacted by poor air quality will be able to more affordably determine real-time ambient conditions and drive positive change by helping to identify pollution sources and appropriate mitigation measures.
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1 INTRODUCTION

While measurement of PM$_{2.5}$ (particles smaller than 2.5 μm) is the recognized standard for fine particle air pollution, there is a growing body of evidence (Kelly and Fussell, 2012; Shi et al., 2016) to indicate that adverse health outcomes continue at levels less than half the average daily values of 12 μg m$^{-3}$ specified by the Environmental Protection Agency (EPA) and considered to represent good to excellent air quality for PM$_{2.5}$. In 2005, Maynard and Kuempel (Maynard and Kuempel, 2005) concluded that particle toxicity increases with decreasing particle diameter and increasing total particle surface area, thus challenging mass-based risk evaluation approaches. These findings raise the question of whether or not the measurement of PM$_{2.5}$ “misses” or “suppresses” the potential impact of very small particles (e.g., below 0.3 μm) due to lack of sensitivity and/or the low mass concentrations that these particles contribute to the total PM$_{2.5}$.

Since deposition of particles within the alveolar regions of human lungs increases as the particle size decreases, it is reasonable to expect that the vast majority of PM-related adverse health problems may be due to the smaller particles contained within PM$_{2.5}$. The Lung Deposited Surface Area (LDSA), has been proposed as a better metric to relate PM exposures to adverse health outcomes (Kuuluvainen et al., 2016) because it is the total particle surface that is in contact with lung tissue. Considerable attention has also been paid to measuring mass concentrations of ultrafine particles (PM$_{0.1}$, particles with diameter less than 0.1 μm) and relating these concentrations to health problems (U.S. EPA, 2008; HEI, 2013). It is therefore of interest to determine if this
measurement would be sufficient to ascribe adverse health outcomes at low PM$_{2.5}$ concentrations or, perhaps, to determine if another metric might have greater validity that potentially could satisfy the constraints of both LDSA and ultrafine particle measurement.

There has been a recent surge in the market of inexpensive optical particle monitors over the past five years and to include all of them here is beyond the scope of this paper. However, most of these inexpensive particle monitors are based upon light scattering at a single forward angle of about $60^\circ$ and at typical wavelengths in the region of $780$ nm to $880$ nm. These sensors typically differ primarily in the algorithms they use to convert optical signals to mass concentrations. Two types of currently available sensors, the Dylos (Unger, 1999) sensors and the Alphasense OPC-N2 sensors (Kaye et al., 2010) differ from this approach by measuring the total light scattered from individual particles using novel optical systems to collect all of the scattered light from each particle as it passes through a well-defined scattering volume. But, regardless of the actual method used, Litton and Cauda (Litton and Cauda, 2019) found that typical monitors of either type begin to lose sensitivity when the average particle diameter of the scattering particles decreases below about $300$ nm to $350$ nm. For instance, for the single angle scattering variety, the data shows that it takes $250$ particles with a diameter of $90$ nm to generate the same optical scattering intensity as one particle with a diameter of about $300$ nm and for the sensors that measure total scattering, the results are even worse.

In a recent study related to potential health impacts by Geiss et al. (2016), it was concluded that over $99\%$ of the LDSA from a multitude of different sources was due to particles with diameters less than $300$ nm. In addition, typical particle size distributions from some common combustion sources such as the exhaust of diesel engines (Hawley et al., 2014) or burning wood (Dietrich et al., 2015) indicate number mean particle diameters in the range of about $80$ nm to $140$ nm with typical geometric standard deviations of around $1.6$ to $1.7$. These studies indicate that measuring only ultrafine particles would exclude significant numbers of still very small particles, while measuring the contributions of particles with diameters less than $300$ nm would include most, if not all, of these particles. In addition, optical sensors like the ones described above that become insensitive to these smaller particles could seriously underestimate the numbers, surface areas and masses of those smaller particles which may be the primary drivers of adverse health problems.

This background suggests that an improved particulate monitor that measured the mass and surface concentrations of both PM$_{2.5}$ and PM$_{0.3}$ could provide vital and relevant information on the effects of particulate matter on adverse health problems and that such a monitor would include both ultrafine particles and LDSA, two metrics that may have more significance in identifying health problems than only PM$_{2.5}$. Inclusion of PM$_{2.5}$ in a final device is important in that it then allows for reference to the existing standard for particulate mass concentrations as specified by the EPA and WHO.

Clearly, the use of optical scattering to measure particle concentrations, with current state-of-the-art light sources and detectors, represents the least expensive approach and an approach that offers the best chance of success given that this technique can be applied in a strategic manner. Morawksa et al. (2018) recently completed an extensive review of a number of commercial low-cost sensors air quality sensors and concluded that while these sensors perform well in the laboratory, they show poor response under natural conditions limited by issues such as lower ambient PM concentration compared to laboratory environments, and test aerosol composition that may differ significantly from ambient aerosols. In addition, these sensors are typically insensitive to particles below $350$ nm.

While the general need for an improved monitor for particulate matter that includes the tiniest of particles is presented above, there is also an environmental justice aspect to this development that cannot be ignored. Studies have shown that air pollution disproportionately affects low-income and disadvantaged communities that often lack the resources to adequately address their problems. The availability of a particulate monitor such as the ones envisaged here, that are easy to use and interpret compared to expensive reference instruments that typically require more expertise, can provide information directly to the users so that they can be driven to action. In particular, low-income communities that are often impacted by poor air quality (Bell and Ebisu, 2012; Li et al., 2019; Yale-NUS College Singapore and Yale University’s School of Forestry and Environmental Studies, 2019) will be able to more affordably determine real-time ambient
conditions and drive positive change by helping to identify pollution sources, appropriate mitigation measures, and track the efficiency of these measures.

The focus of simulating a novel particle monitor in this study is to address limitations in current inexpensive particle monitors, and to realize a particle monitor that may be more relevant to adverse health outcomes by measuring both \( \text{PM}_{0.3} \) and \( \text{PM}_{2.5} \). The sections that follow describe the theory and potential implementation of one such dual angle particle monitor and simulate/measure its performance.

## 2 METHODS

### 2.1 Theory

For a monochromatic beam of light impinging upon particulate matter, the light is scattered in all directions producing three-dimensional angular intensity distributions. The shape of these angular intensity distributions and the actual intensities scattered at any given angle depend not only upon the monochromatic wavelength of the light source and the index of refraction of the scattering particles but also upon the shape and size of the particles. The influence of shape, or morphology, is most evident when the particles are dust particles, or other mechanically generated particles, or particles that form fractal-like aggregates with shapes ranging from long, irregular chains of primary particles to more densely packed, or clumped primary particles. These fractal-like particles are most frequently observed from combustion sources, but even for these aggregates, the data suggests that the normalized scattering cross-sections are those of the smaller primary particles comprising the aggregate typically amplified by the number of primary particles per aggregate so that the angular intensities still scale with the smaller, primary particles. Further, the intensity ratio at two different angles is independent of the number of primary particles and depends only upon the normalized scattering cross-sections for the primary particles at each angle. While the actual shape of the particles will have some influence on the angular intensities, it is beyond the scope of this paper to discuss this aspect of the problem in any detail. The dual angle particle monitor described below operates by taking advantage of the differences in angular intensity distributions as a function of particle diameter through the use of a dimensionless intensity ratio that serves as a surrogate for particle size, where the particles are idealized as spheres in order to simplify the analyses.

In the device, the light source used is a simple diode laser operating at a wavelength of \( \lambda = 650 \text{ nm} \). In this device, one photodiode is positioned to measure the intensity scattered at a forward angle of 30°, while a second photodiode is positioned to measure the intensity scattered at the forward angle of 60°. The normalized angular scattering efficiency at either angle, \( I_\theta \), computed using the simple Barber and Hill Mie scattering algorithm (Barber and Hill, 1990) for scattering from a sphere, is measured by each photodiode and the corresponding photodiode current converted to a voltage, \( \Delta V_\theta \). For discrete particle diameters, \( d \) (cm), the intensity scattered at each angle, \( \theta \), is measured and converted to a voltage, \( \Delta V_\theta \), using the following expression

\[
\Delta V_\theta = \left\{ \frac{\pi}{4} \cdot d^2 \cdot P_S \cdot d\Omega \cdot R_D \cdot G_A \cdot V_{\text{SCAT}}(\theta) \cdot N \right\} \cdot \beta
\]

where

- \( P_S \) is the diode laser flux (W cm\(^{-2}\));
- \( d\Omega \) is the solid angle subtended by the detector (sr);
- \( R_D \) is detector responsivity (A/W) at the diode laser wavelength of 650 nm;
- \( G_A \) is the current to voltage amplification (5 \( \times \) 10\(^8\) V/A);
- \( V_{\text{SCAT}}(\theta) \) is the scattering volume at the angle \( \theta \), \( 6.0 \times 10^{-3} / \sin(\theta) \);
- \( N \) is the number of particles per cm\(^3\).

Eq. (1) can be divided into two components – one component containing only those parameters that relate to the particles being measured and the second component containing only those parameters that relate to the device configuration and supporting electronics. If this second component is denoted by the parameter, \( \beta \), then Eq. (1) can be rewritten as

\[
\Delta V_\theta = \left\{ \frac{\pi}{4} \cdot d^2 \cdot N \cdot \beta \right\} \cdot \Delta V_\theta
\]
where, \( \beta = \frac{\Omega d_0 \cdot G}{\Delta \omega G \cdot \text{Scan}(\theta)} \) and is defined as the instrument function.

Eqs. (1) and Eq. (2) apply strictly to particles with discrete diameters and measured particle number concentrations, \( N \), at those diameters. It is often the case that such discrete data is not readily available and the particle diameters described in terms of some distribution function. A particle size distribution commonly used to describe atmospheric particles is the lognormal distribution, defined by the geometric number mean diameter, \( d_\nu \), and geometric standard deviation, \( \sigma_d \). Using the lognormal distribution, the diameter of average surface, \( d_{30} \), and diameter of average mass, \( d_{60} \), are then defined in terms of \( d_\nu \) and \( \sigma_d \), by the following expressions:

\[
d_{30} = d_\nu \cdot \exp\left\{ \ln(\sigma_d) \right\}^2 \tag{3}
\]

\[
d_{60} = d_\nu \cdot \exp\left\{ (1.5 \ln(\sigma_d))^2 \right\} \tag{4}
\]

When \( N \) is the number of particles per \( \text{cm}^3 \), the diameters are in \( \text{cm} \), and the density, \( \rho \), is assumed to be \( 1.0 \text{ g cm}^{-3} \), the mass concentration, \( M \), in \( \text{mg m}^{-3} \), is given by

\[
M = 1 \times 10^9 (\pi/6)(d_{30})^3 N \tag{5}
\]

For lognormal distributions Eq. (2) can be rewritten as

\[
\Delta V_θ = \left\{ (\pi/4) \cdot (d_{60})^2 \cdot N \cdot I_θ \right\} \cdot \beta \tag{6}
\]

Eqs. (3)–(6) can be combined to yield an equivalent expression for mass sensitivity in units of volts per \( \mu \text{g m}^{-3} \)

\[
\Delta V_θ/M = 1.5 \times 10^{-9} [\beta \cdot \exp\left\{ -2.5 (\ln(\sigma_d))^2 \right\} / d_\nu] I_θ \tag{7}
\]

Eq. (7) is a useful expression when the mass concentration of particles is known and the size distribution is either known or can be approximated using a lognormal distribution.

In order to use the devices, it is necessary to perform calibration experiments by exposing them to particles with a known particle size distribution and a known mass or total number concentration. To perform such calibrations dilute mixtures of dioctyl phthalate (DOP) in ethanol were atomized to produce very narrow polydispersions. The particles generated were subsequently measured using a TSI NANO SMPS (for particle diameters \( < 350 \text{ nm} \)) and a TSI Optical Particle Sizer (OPS) for particles in the size range \( 350 \text{ nm} < d < 10000 \text{ nm} \). A photograph of the experimental set-up is shown in Fig. 1.

### 2.2 Laboratory Testing

Before conducting a series of experiments, the lab room was prepied by dusting off equipment and running a room air purifier for 24 hours. The sensors were then placed into a polymethyl methacrylate (PMMA) sample box and allowed to acclimate to box conditions for a minimum of 30 minutes prior to testing. Temperature and humidity values were recorded from the sample box during each experiment. The OPS and SMPS, used to collect the spectra of particles and calculate particle concentration levels, were pre-warmed for 30 minutes prior to testing, and sensor baselines were typically recorded for 15 min prior to introducing aerosols into the sample chamber.

Tests were performed DOP (dioctyl phthalate, density of 0.978 g cm\(^{-3} \)) at 20°C and a refractive index of 1.485) (National Center for Biotechnology Information, 2020) generated from a TSI Model 3076 atomizer using dilute solutions of DOP in ethanol at various mixture ratios to obtain different particle sizes. When testing with DOP particles it was necessary to fill the dilution sample bag with filtered house air and then add in particles for 30 s and allow them to mix thoroughly before flowing them into the PMMA sample box with sensors. The PMMA sample box was also pretreated with antistatic spray prior to running an experiment.

The NANO SMPS Model 3910 has 13 discrete size bins with diameter midpoints beginning at 11.5 nm and ending with 365.2 nm. During a typical experiment, the number of particles per \( \text{cm}^3 \) are counted and placed in the appropriate size bin so that either a number, surface, or mass size distribution can be obtained, as well as total number, surface, and mass. For the OPS, 15 size bins...
with diameter midpoints ranging from 374 nm to 8031 nm are filled in a similar manner to allow for similar particle size distribution estimates to be made. When the generated particles consist only of particles with diameters less than 350 nm or, alternatively, only of particles with diameters greater than 350 nm, then either the NANO SMPS data or the OPS data, respectively, can be used to determine the device constant, $\beta$, from the following expression:

$$\Delta V_\theta = \frac{\pi}{4} \cdot 10^{-14} \cdot \sum d_i^2 \cdot N_i \cdot (I_{30})_i$$

(8)

where the subscript “i” refers to a specific bin with midpoint, $d_i$ (nm), containing $N_i$ particles per cm$^3$ and the factor of $10^{-14}$ is used to convert the diameter in nm squared to diameter in cm squared.

For the data discussed in Table 1, four units of the same sensor model were placed into the sample chamber box with inlets facing towards the center of the sample box and a few inches away from the aerosol instrumentation sampling outlets (see Fig. 1) and the sensors allowed to acclimate to the box conditions for 30 minutes prior to testing. For this experiment DOP was diluted with ethanol (EtOH) to 0.3% v/v to generate particles with an approximate number mean diameter of 150 nm (the actual measured average value was 165.9 nm with a geometric standard deviation (GSD) of 1.65). The solution was aerosolized with the TSI atomizer and subsequently dried with a column heater to evaporate off the ethanol. The generated particles were then introduced into the dilution sample bag along with filtered house air for 30 s and mixed thoroughly before flowing into the PMMA sample box at a rate of 2.2 LPM via applied constant positive pressure to the bag. Table 1 displays the average NANO SMPS data from eleven (11) consecutive 60 second scans obtained during this experiment when the measured particle concentrations had reached their peak and values had stabilized. The average sums, $\sum d_i^2 \cdot N_i (I_{30})_i$ and $\sum d_i^2 \cdot N_i (I_{60})_i$, from this table were calculated to be $1.242 \times 10^8$ and $6.091 \times 10^7$, respectively and are reported at the bottom of the table. The voltages $V_{30} = 0.0339$ V and $V_{60} = 0.01096$ V, also reported at the bottom of the table, are average values measured by the four prototype devices averaged over the same time period of the eleven NANO SMPS scans.

Using Eq. (8) above and the respective sums and voltages quoted above, for $\theta = 30^\circ$, a value of $\beta_{30} = 3.48 \times 10^4$ is obtained and for $\theta = 60^\circ$, a value of $\beta_{60} = 2.29 \times 10^4$ is obtained. The lower value of $\beta_{60}$ is due primarily to the smaller scattering volume and may also reflect slight differences in the laser diode energy flux compared to the flux at the $30^\circ$ scattering angle. Consequently, by
measuring the device voltage outputs, \( V_{30} \) and \( V_{60} \), corresponding to individual scans of the NANO SMPS and performing similar computations, device constants can be obtained for each scan. The values above are for 11 consecutive scans (11 minutes) and represent the average number concentrations in each particle size bin, the average sensor voltages (for four sensors) over the same time interval and, therefore, the average values of these constants. The standard deviation for the constants derived from this set of data, expressed as a percentage of the average values, is \( \pm 7.3\% \). For the average voltages in Table 1, \( V_{30} \) and \( V_{60} \), the standard deviations for the four sensors used, expressed as a percentage of the average voltages, were \( \pm 2.9\% \) and \( \pm 0.50\% \), respectively, indicating a high degree of uniformity between the four sensors.

When the particle size distribution is defined by a continuous lognormal distribution (see Eq. (7)), it is found that the calculated values of \( \beta \) increase. For instance, in the above example, using the average distribution over the same time interval, defined by \( d_5 = 165.9 \) nm and \( \alpha_5 = 1.65 \), the calculated values for \( \beta_{30} \) and \( \beta_{60} \) are, respectively, 0.03471 and 0.01392. At an average mass concentration of 305.1 \( \mu g \) m\(^{-3}\) and average voltages of \( V_{30} = 33.9 \) mv and \( V_{60} = 10.96 \) mv, \( V_{30}/M = 0.1111 \) mV/(\( \mu g \) m\(^{-3}\)) and \( V_{60}/M = 0.0359 \) mV/(\( \mu g \) m\(^{-3}\)), resulting in constants of \( \beta_{30} = 5.40 \times 10^4 \) and \( \beta_{60} = 5.34 \times 10^4 \). When discrete particle size data are not available and size distributions are used to approximate the sizes, then the latter values should be used.

Fig. 2 shows a heat map of the particle mass distribution obtained from the reference instruments for the set of data discussed above. It is worth noting that, on a mass basis, the average mass-weighted diameters always shift to larger diameters compared to geometric number mean diameters. So, for these data the greatest mass concentration appears to be from particles with diameters of around 300 nm, in excellent agreement with a diameter of average mass of 309 nm calculated from the lognormal distribution measured for this experiment (\( d_5 = 165.9 \) nm and \( \alpha_5 = 1.65 \)).

### 2.3 Materials

DOP (dibutyl phthalate) was purchased from Sigma Aldrich (St. Louis, MO). Ethyl Alcohol (99%) was purchased from PHARMCO_AAPER Absolute, Anhydrous 200 Proof.

### 3 RESULTS AND DISCUSSION

#### 3.1 Running the Simulations

It is not the intent of this paper to describe detailed calibration data but rather to present the

---

**Table 1.** Average data from eleven consecutive NANO SMPS scans showing the number of particles per cm\(^3\) measured in each of the 13 size bins.

<table>
<thead>
<tr>
<th>( d_i ) (nm)</th>
<th>( N_i ) (p cm(^{-3}))</th>
<th>( (I_{30})^2 ) (s(^{-1}))</th>
<th>( (I_{60})^2 ) (s(^{-1}))</th>
<th>( (d_i)^2N_i(I_{30}) )</th>
<th>( (d_i)^2N_i(I_{60}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.5</td>
<td>1.77E+02</td>
<td>1.10E-07</td>
<td>7.83E-08</td>
<td>2.56E-03</td>
<td>1.83E-03</td>
</tr>
<tr>
<td>15.4</td>
<td>3.90E+00</td>
<td>3.53E-07</td>
<td>2.52E-07</td>
<td>3.26E-04</td>
<td>2.33E-04</td>
</tr>
<tr>
<td>20.5</td>
<td>1.32E+02</td>
<td>1.11E-06</td>
<td>7.93E-07</td>
<td>6.16E-02</td>
<td>4.40E-02</td>
</tr>
<tr>
<td>27.4</td>
<td>1.01E+03</td>
<td>3.56E-06</td>
<td>2.54E-06</td>
<td>2.69E+00</td>
<td>1.92E+00</td>
</tr>
<tr>
<td>36.5</td>
<td>4.77E+02</td>
<td>1.13E-05</td>
<td>8.02E-06</td>
<td>7.17E+00</td>
<td>5.10E+00</td>
</tr>
<tr>
<td>48.7</td>
<td>4.78E+01</td>
<td>3.62E-05</td>
<td>2.56E-05</td>
<td>4.10E+00</td>
<td>2.91E+00</td>
</tr>
<tr>
<td>64.9</td>
<td>3.78E+02</td>
<td>1.16E-04</td>
<td>8.18E-05</td>
<td>1.85E+02</td>
<td>1.30E+02</td>
</tr>
<tr>
<td>86.6</td>
<td>4.07E+03</td>
<td>3.81E-04</td>
<td>2.65E-04</td>
<td>1.16E+04</td>
<td>8.08E+03</td>
</tr>
<tr>
<td>115.5</td>
<td>1.02E+04</td>
<td>1.27E-03</td>
<td>8.66E-04</td>
<td>1.72E+05</td>
<td>1.18E+05</td>
</tr>
<tr>
<td>154</td>
<td>1.49E+04</td>
<td>4.33E-03</td>
<td>2.85E-03</td>
<td>1.54E+06</td>
<td>1.01E+06</td>
</tr>
<tr>
<td>205.4</td>
<td>1.51E+04</td>
<td>1.49E-02</td>
<td>9.24E-03</td>
<td>9.53E+06</td>
<td>5.90E+06</td>
</tr>
<tr>
<td>273.8</td>
<td>1.05E+04</td>
<td>4.95E-02</td>
<td>2.71E-02</td>
<td>3.91E+07</td>
<td>2.14E+07</td>
</tr>
<tr>
<td>365.2</td>
<td>3.33E+03</td>
<td>1.66E-01</td>
<td>7.31E-02</td>
<td>7.39E+07</td>
<td>3.24E+07</td>
</tr>
<tr>
<td>Total N</td>
<td>6.04E+04</td>
<td>Average</td>
<td>Sums:</td>
<td>( V_{30} = 3.39E-02 )</td>
<td>( V_{60} = 1.10E-02 )</td>
</tr>
</tbody>
</table>

Average Volatges: \( V_{30} = 3.39E-02 \) \( V_{60} = 1.10E-02 \)
results of the calibration data and then to apply those results to simulate the device response to actual particle sizes and distributions measured. Once these simulated voltage responses are calculated, it is instructive to define the calculated responses per unit mass concentration as a function of the dimensionless ratio, $V_{30}/V_{60}$. This ratio represents a parameter which depends upon the average sizes of the particles and can be used, ultimately, to provide a better determination of particulate mass concentrations and the fraction of the total mass concentration that is due to particles with diameters less than 300 nm. Discussion of this aspect of the device will be saved for a later section.

When we initially explored this technique as a simple method to effect some degree of particle size discrimination, angular intensities were calculated for mixtures of two idealized size distributions and it was shown that the fraction of very tiny particles (which we defined as all particles with diameters less than 300 nm or PM$_{0.30}$) present in the total mass of PM$_{2.5}$ particles could be expressed as a function of angular intensity ratios. In follow-up work, laboratory data was used to verify that measured angular intensity ratios were in excellent agreement with theoretically calculated intensity ratios when measured for very narrowly distributed polydisperse particles with diameters ranging from about 100 nm to about 800 nm. In the real world, these ideal mixtures and ideal size distributions are unlikely to occur so the question becomes as to how this concept might apply to the measurement of particles actually present in the atmosphere. But before looking at this in greater detail as it applies to real-world particulate matter, it is instructive to apply this simulation to laboratory data to assess the validity of the approach.

To do this, the dual angle sensors were exposed to particles of known composition dioctyl phthalate (DOP), with an index of refraction equal to 1.486 and the size distributions measured continuously at one-minute intervals using a NANO SMPS with 13 different size bins. For each of the one-minute distributions, Equation 8 was applied using the constants of $\beta_{30} = 3.48 \times 10^4$ and $\beta_{60} = 2.29 \times 10^4$ and the calculated Mie cross-sections for each particle diameter bin and the sum over all diameter bins calculated to generate the expected voltages, $V_{30}$, and $V_{60}$. The results of these simulations are compared to the measured voltages, $V_{30}$ and $V_{60}$, in Fig. 3.

From this figure, it is obvious that these simulations yield predicted output voltages at the two angles that are in good to excellent agreement with the simultaneously measured values. This type of agreement indicates that the approach can be applied to real-world atmospheric particulate matter when there exist good particle size distribution data, such as the data generated from SMPS instruments, or similar, where number concentrations are obtained at discrete particle diameters. The following sections describe such data and the subsequent analyses.

### 3.2 Simulations Using Ambient Particle Size Distributions

The United Kingdom’s Department for Environment Food & Rural Affairs (DEFRA) maintains certain monitoring sites in London and other parts of the UK where Scanning Mobility Particle Size (SMPS) instruments measure ambient particle size distributions in 50 discrete diameter bins.
Fig. 3. Comparison of the measured voltage, $V_{30}$ (left panel) and $V_{60}$ (right panel) to the value predicted from the simulation using NANO SMPS discrete particle size data.

from 16.55 nm to 604.3 nm every 15 minutes 365 days a year (DEFRA, 2019). These data date back to 1997 and represent a unique repository of detailed atmospheric particle size and concentration data that has been validated by UK scientists to eliminate any bad data due to instrument problems or other potential sources of error that could lead to erroneous data before being posted on the DEFRA website. In 2017 we obtained access to these data and began to conduct simulations of the manner in which a proposed optical sensor might respond to real-life particulate matter. In some of these initial simulations approximate sensor response functions were used just to assess how a sensor might typically respond to scattering signals at one or more forward scattering angles. The results of these simulations were extremely encouraging.

In order to execute more realistic simulations, it was necessary to determine the instrument response parameters, $\beta_{30}$ and $\beta_{60}$, as discussed above and to calculate normalized, differential Mie scattering cross-sections for each of the particle diameters comprising the 50 particle size bins of the SMPS and at some representative values of the index of refraction. Data on refractive indices of atmospheric aerosols (Dick et al., 2007) that tend to bracket the range of possible values indicated a value of the index of refraction of $m = 1.46$ for organic aerosols and an index of refraction typical of black carbon particles of $m = 1.93 - 0.66i$.

Because there is significant uncertainty in the type of particle being measured, an average value for the index of refraction from these two values, $m = 1.695 - 0.33i$, was used in the calculations to demonstrate the concept and its potential for more general application. The resultant calculated efficiencies for such particles are shown in Fig. 4, above, for the two angles used in these simulations, $30^\circ$ and $60$. While it is expected that the index of refraction encountered in any actual end-use configuration may be different from the value used here, these results can be modified if needed by using a more accurate refractive index if it is known.

To calculate the voltages expected from the dual angle device these normalized Mie cross-sections for each bin are multiplied by the bin number concentration measured for the given particle size and the square of the corresponding bin particle diameter. The sum over all bins is then multiplied by the respective constants, $\beta_{30} = 3.48 \times 10^5$ and $\beta_{60} = 2.29 \times 10^4$ to yield simulated voltages, $V_{30}$ and $V_{60}$, for that particle size distribution (see Equation 8). In a similar manner, the total mass concentration was calculated from the sum of the product of the cube of the diameter and the number concentration for each size bin. To determine the fraction of this total mass concentration that is due to very tiny ($d < 300$ nm) particles, the sum of these mass bins up to the diameter of 300 nm is divided by the total sum to yield the mass fraction of these tiny particles (PM$_{0.30}$). In addition, the calculated voltage at each scattering angle is divided by the total mass concentration to yield the sensitivity in terms of volts per unit mass concentration. Similar analyses were also done for total surface area and very tiny particle surface fraction should the need exist to use a different, and perhaps more relevant, metric than mass concentration.

To date, at least 22 data sets have been analyzed using this technique, representing a total of about 19 years’ worth of data from four different monitoring sites. For each monitoring site, we have determined the average mass sensitivities, $V_{30}/M$ and $V_{60}/M$, the average ultrafine mass
fraction, \( M_{0.30}/M_{TOT} \), the average ultrafine surface fraction, \( S_{0.30}/S_{TOT} \), and the average mass weighted diameter as functions of the angular intensity ratio. In these calculations, an average value of the refractive index, \( m = 1.695 - 0.33i \), was used as some average for 50/50 combinations of organic and black carbon particles. The mass sensitivities, \( V_{30}/M \) and \( V_{60}/M \), are shown, respectively, in Figs. 5 and 6. The mass fraction and the surface fraction of PM\(_{0.30}\) are shown, respectively, in Figs. 7 and 8, while the mass weighted average diameter is shown in Fig. 9. Similarly, the surface sensitivities, \( V_{30}/S \) and \( V_{60}/S \), are shown, respectively, in Figs. 10 and 11.

Figs. 5–7 provide the information necessary to determine total mass concentrations (assumed to be PM\(_{2.5}\)) and the mass fraction of the total mass due to particles with diameters less than 300 nm, or PM\(_{0.30}\). In operation, the sensor would read the voltages, \( V_{30} \) and \( V_{60} \), subtract the baselines (zero particle values) and then form the resultant ratio. The ratio would be used to determine the mass sensitivities, \( V_{30}/M \) and \( V_{60}/M \), for the measured ratio (Figs. 5 and 6 respectively). The total PM\(_{2.5}\) mass would then be determined by dividing measured voltage differences above background by the corresponding sensitivities and then taking the average value of the two calculated mass concentrations.
Fig. 6. Average mass sensitivity at 60° as a function of the angular intensity ratio.

Fig. 7. Mass fraction of PM$_{0.30}$ particles (defined as the fraction of total mass due to particles with diameters less than 300 nm).

Fig. 8. Surface fraction of PM$_{0.30}$ particles (defined as the fraction of total particle surface due to particles with diameters less than 300 nm).
Fig. 9. Mass weighted average diameters as a function of the angular ratio.

Fig. 10. Average surface sensitivity at 30° as a function of the angular intensity ratio.

Fig. 11. Average surface sensitivity at 60° as a function of the angular intensity ratio.
Once the total mass concentration is known, the fraction of this mass that is due to particles with number weighted diameters less than 300 nm, PM$_{0.30}$ (Fig. 7) would then be determined from the measured voltage ratio. Multiplying this fraction by the total mass will yield the mass concentration of particles with diameters less than 300 nm. A similar process would be used for determining total particle surface areas and the surface area of particles with diameters less than 300 nm using the regression expressions in Figs. 8, 10 and 11.

One particular episode relevant to these simulations serves to demonstrate the sensitivity of this technique when, during an approximate one-week monitoring period at the North Kensington site, the angular intensity ratio increased by a factor of 2 as shown in Fig. 12. Subsequent analysis of the data indicated that although the total mass concentrations did not change dramatically during this episode, the mass fraction of ultrafine particles showed a substantial decrease as evidenced in Fig. 13, decreasing from an average mass fraction of around 65% to a value of about 5% during this period, indicating a large increase in average particle diameters.

Consequently, the abrupt change in intensity ratio signaled a change in the mass distribution

![Fig. 12. Abrupt change in angular intensity ratio at the North Kensington site during November 2007.](image)

![Fig. 13. Change in PM$_{0.30}$ mass fraction corresponding to increase in angular intensity ratio at one of the monitoring locations.](image)
that the simulations readily revealed. This is the type of behavior one should expect during normal use of the proposed sensor.

4 CONCLUSIONS

The ratio of angular intensities serves a two-fold purpose in the final device. This ratio can be used first to define two sensitivity parameters that are capable of yielding a much-improved determination of the total particulate mass concentration and once this determination has been made this same ratio value is used to determine the fraction of that total mass that is due to very tiny particles with diameters less than 300 nm and the fraction that is due to larger particles.

While producing aerosols from various potential indoor (and outdoor) sources is definitely something that could be done in a laboratory setting for defining characteristic sensor responses to different particulate sources, it is doubtful that such experiments would be able to simulate the complex mix of particles from different sources (both indoors and outdoors) that might be typical of indoor environments. A better solution would be the use of these sensors alongside a continuously recording SMPS and possibly total mass monitor, such as a Tapered Element Oscillating Microbalance (TEOM), so that size, number, and mass data may be acquired while simultaneously measuring the angular intensities and their ratios from the same sample of airborne particles. These data would allow for a much-improved algorithm to decode the measured intensities and provide for a correspondingly more reliable determination of total particulate mass concentrations and ultrafine mass concentrations.

However, the correlations developed here should be sufficiently accurate to begin the application of this technique and to use the results to compare to reference instrumentation for further analysis and refinement.
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